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Thesis (B.Sc. / M.Sc.)
Investigating Grokking Phenomena: Neural Network
Learning Dynamics through Interpretable Models

Background: Grokking is a fascinating phenomenon in deep learning where
neural networks initially memorize training data before suddenly generalizing
to unseen examples after extended training [1]. This behavior, characterized by
a significant gap between training and validation performance that unexpectedly
closes after many optimization steps, challenges our understanding of generalization
in neural networks. This thesis aims to investigate the underlying mechanisms
of grokking using interpretable neural network architectures such as Sparse
Crosscoders [2]. By leveraging these recently developed interpretable models,
we can gain insights into how neural networks transition from memorization
to genuine understanding of the underlying patterns, particularly in algorithmic
tasks such as modular arithmetic.

Learning curve for modular division showing the grokking phenomenon. The
model quickly achieves near-perfect training accuracy (red) while validation
accuracy (green) remains low until suddenly improving after approximately

105 optimization steps. Image adapted from Power et al. [1].
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Objective: Join our interdisciplinary team and advance the understanding of neural network learning dynamics
through the lens of interpretability. We offer exciting thesis opportunities in the following areas:

• Grokking Analysis: Investigate the conditions under which grokking occurs across different tasks and model
architectures, with a focus on mathematical and algorithmic problems.

• Interpretability Methods: Apply and extend interpretable neural network architectures like Sparse Crosscoders [2]
to visualize and understand the internal representations before, during, and after the grokking transition.

• Theoretical Modeling: Develop theoretical frameworks to explain the sudden phase transition frommemorization
to generalization, potentially drawing connections to concepts from statistical physics and building upon work
on implicit regularization in gradient descent [3].

• Curriculum Design: Explore how different training curricula and optimization strategies can accelerate or
control the grokking process for more efficient learning.

Prerequisites:

• Background in computer science, mathematics, physics, electrical engineering, or related fields.

• Strong programming skills in Python and experience with deep learning frameworks (PyTorch preferred).

• Interest in neural network interpretability and machine learning theory.

• Basic understanding of information theory and statistical learning concepts is beneficial but not mandatory.

For further information, please contact Philipp Froehlich.
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